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This document outlines the bootstrap algorithm of testing spatial autocorrelation in regression model. The Moran's I (Moran, 1950) and Geary's C (Geary, 1954) indicators are used as statistics of spatial autocorrelation.
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1 Software

No installation needed. All packages are standalone java applications.
Requires JRE 1.8 installed on the target machine.

URL for download:
http://www.iiasa.ac.at/web/home/research/researchPrograms/AdvancedSystemsAnalysis/land-use-spatial-analysis.html

Name regression-tests-1.0.0-standalone.jar
Type jar package
Summary Library for spatial statistical analysis with resampling
Version 1.0.0
License MIT, http://opensource.org/licenses/MIT

Command line options
-t, --trace Print stack trace
-h, --help Print command help

Author and maintainer Anna Shchiptsova, shchipts@iiasa.ac.at

2 Model

Let us consider a geographic region consisting of \( n \) administrative units. Suppose that we have panel data \((X, y)\) collected in every administrative unit of the region. Here, \( X \) is a \( n \times (p + 1) \) matrix of the explanatory variables and \( y \) is a \( n \times 1 \) observable vector of the response. Each column \( X^i \) consists of the sample observations on a single explanatory variable.

In general, we want to relate the response variable to available explanatory factors in an administrative unit based on the reported spatial panel data. For this purpose, we put forward a multiple regression model in the following form

\[
y = X\beta + \varepsilon
\]

\[
\varepsilon_1, ..., \varepsilon_n \sim F(0, \sigma^2)
\]  

where \( \beta = (\beta_0, \beta_1, ..., \beta_p)^T \) is a \((p + 1) \times 1\) vector of the unknown model parameters to be estimated from the data using the ordinary least squares method. By assumption, \( X^1 \) is identically 1, so that the regression equation has an intercept \( \beta_0 \). The error term \( \varepsilon \) is a \( n \times 1 \) vector of independent identically distributed errors with common distribution \( F \) having mean 0 and finite variance \( \sigma^2 \). Both \( F \) and \( \sigma^2 \) are unknown.
3 Statistics of spatial autocorrelation

We run the procedure of bootstrap testing for the Moran's I (Moran, 1950) and Geary's C (Geary, 1954) statistics of spatial autocorrelation. For model (1), their values are calculated as

\[ I = \frac{\sum_{i,j=1 \ldots n} w_{ij} r_i r_j}{\sum_{i=1 \ldots n} r_i^2 / n} \]

\[ C = \frac{\sum_{i,j=1 \ldots n} w_{ij} (r_i - \bar{r})^2 / (2 \sum_{i,j=1 \ldots n} w_{ij})}{\sum_{i=1 \ldots n} r_i^2 / n} \]

where \( r_i \) and \( r_j \) are residuals in administrative units \( i \) and \( j \) (\( i, j = 1 \ldots n \)) and \( w_{ij} \) is an element of the \( n \times n \) matrix of spatial proximity \( W \). By convention, \( w_{ii} = 0 \) for any \( i = 1 \ldots n \). In the first case, we check whether values of the neighboring residuals are linearly dependent. That is, the Moran's I statistic represents a spatial correlation coefficient; by definition, it equals the covariance of the residuals with themselves taken at the neighboring locations normalized by the estimated population variance in the residuals. Alternatively, Geary's C is a spatial generalization of the von Neumann ratio (von Neumann et al., 1941; Geary, 1954). It equals a ratio between the variance estimated from the differences in the neighboring residuals and the variance measured independently of spatial location. Consequently, the Geary's C statistic determines whether residuals are independent or whether a significant trend (which need not be linear) exists in their values.

3.1 Examples

Examples should be executed using 'regression-tests' library, which can be compiled from the source clojure code using leiningen (http://leiningen.org/).

*Example 1:* Moran's I calculation (from Paradis (2015) in 2.1 Phylogenetic Distances, pp. 2-4)

### REPL

```clj
(require '[regression-tests.sample-tests :refer :all])

def values [4.09434 3.61092 2.37024 2.02815 -1.46968])
def proximity-matrix [[0 1] 0.505744983336052 [0 2] 0.21674785001166
[0 3] 0.171300720162211 [0 4] 0.106206466500571
[1 0] 0.505744983336052 [1 2] 0.21674785001166
[1 3] 0.171300720162211 [1 4] 0.106206466500571
[2 1] 0.304848067656604 [2 0] 0.304848067656604
[2 3] 0.240928311535057 [2 4] 0.149375553151735
[3 1] 0.276243093922652 [3 2] 0.276243093922652
[3 0] 0.276243093922652 [3 4] 0.171270718232044
[4 1] 0.25 [4 2] 0.25
[4 3] 0.25 [4 0] 0.25])
```
(moran-i-test values proximity-matrix)
=> -0.07312179438450675

Example 2: Geary's C calculation (from Goodchild (1986) in 1.3.1 Geary's index (area objects, interval attributes), p. 14)

#### REPL

(require '[regression-tests.sample-tests :refer :all])

(def values [3 2 2 1])
(def proximity-matrix    {
    [0 1] 1 
    [0 2] 1 
    [0 3] 1 
    [1 0] 1 
    [1 3] 1 
    [2 0] 1 
    [2 3] 1 
    [3 0] 1 
    [3 1] 1 
    [3 2] 1 
    [3 1] 1 
})

(geary-c-test values proximity-matrix)
=> 6/5

4 Hypothesis testing with the bootstrap

4.1 Theoretical background

Generally, the presence of spatial autocorrelation can cause potentially misleading results and consequent misinterpretation of the regression model output (Fotheringham and Rogerson, 1993; Overmars et al., 2003). We examine spatial autocorrelation in the error terms of model (1). That is, we check whether the errors are determined and assigned to the neighboring administrative units independently and at random. Since distribution $F$ is unknown, we use the bootstrap testing (Efron and Tibshirani, 1993) with the null hypothesis of no spatial autocorrelation. The alternative test hypothesis states that the chance of receiving the particular error value in an administrative unit depends on the error values in that unit's neighbors.

We use the observed regression residuals to estimate the true unobserved errors in model (1). Suppose that $\hat{s}$ is a residuals-based test statistic for measuring spatial autocorrelation. At first, we compute $\hat{s}$ in model (1) based on the original data $(y, X, W)$. After that, the data is resampled with replacement $k$ times to get the reference test distribution. That is, in every bootstrap replication $y$ we draw a random sequence of indexes $(j_1, ..., j_n)$ from the set $\{1, ..., n\}$ and compose a $n \times 1$ vector $y'$ and a $n \times (p + 1)$ matrix $X'$ by taking the selected pairs $\{(y_{j_1}, X_{j_1}), ..., (y_{j_n}, X_{j_n})\}$. For the data $(y', X', W)$, we calculate the bootstrap statistic $\hat{s}_y$. In the two-tailed test, we define a probability of obtaining a result equal to or more extreme than the original test statistic $\hat{s}$ as a probability of obtaining a result outside of the equal-tailed interval, where one of the end points coincides with $\hat{s}$. An equal-tailed property means that the probability of a value to be from the left side of an interval is the same as the probability of a value to be from the right side of an interval (Efron and Tibshirani, 1993). In fact, we do both one-tailed
tests and double the lowest p-value from these trials. Formally, the approximate equal-tail p-value in the two-tailed test is given by the formula (Lin et al., 2011)

\[
p\text{-value}(\hat{s}) = 2 \min \left( \frac{\#\{y = 1 \ldots k \mid \hat{s}_y \leq \hat{s}\}}{k}, \frac{\#\{y = 1 \ldots k \mid \hat{s}_y > \hat{s}\}}{k} \right).
\]

After \( k \) replications, we arrange a sequence \( \hat{s}^* \) by taking bootstrap values \( \{\hat{s}_y\}_{y=1\ldots k} \) in ascending order. For the given level of confidence \( \alpha \), we find the \( \lfloor (1 - \alpha) / 2k \rfloor \) and \( \lceil (1 + \alpha) / 2k \rceil \) quantiles in \( \hat{s}^* \) and set them as the lower and upper borders of the 100\( \times \alpha \)-% percentile confidence interval respectively. Here, \( \lfloor (1 - \alpha) / 2k \rfloor \) denotes the largest integer not greater than \( (1 - \alpha) / 2k \) and \( \lceil (1 + \alpha) / 2k \rceil \) stands for the smallest integer not less than \( (1 + \alpha) / 2k \).

### 4.2 Implementation in 'regression-tests-1.0.0-standalone.jar'

```bash
$ java -jar regression-tests-1.0.0-standalone.jar [options] path n-replications "iid" path2
```

**Arguments:**
- **path**         Path to the csv file with sample data
- **n-replications** Number of replications in bootstrapping
- **path2**        Path to the additional csv file

**Options:**
- `-t, --trace`    Print stack trace
- `-h, --help`     Print command help

### Input

```csv
;;;;;; 'sample-x1-x2-x3.csv'
density.asc,land_use.asc,distance_roads,distance_indus
7.157735,9,0,0.03761
6.326746,9,0,0.032535
-1.977347,0.019694,0.154481,0.244743
5.305789,6.25,0,0.008174
... ... ... ...
```
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The 'path' argument defines a file with sample values, e.g., 'sample-x1-x2-x3.csv'. It is expected that the first row contains variable labels. The first column should contain values of the response $y$.

The 'path2' argument defines a file with the matrix of spatial proximity. It is expected that the first column contains identifiers of administrative units, e.g., ids of sections. The row values contain identifiers of the contiguous administrative units (e.g., ids of sections) to the administrative unit in this row.

**NB:** Original matrix of spatial proximity will be row-normalized.

## Output

Results are saved to the 'regression-tests' folder in the root execution directory. The 'regression-tests/independence-tests-bootstrap.csv' file contains results of the bootstrap hypothesis testing. The generated bootstrap samples are saved to 'regression-tests/morans-i-test-sample.csv' and 'regression-tests/geary-c-test-sample.csv'.

<table>
<thead>
<tr>
<th>id</th>
<th>n1</th>
<th>n2</th>
<th>n3</th>
<th>n4</th>
<th>n5</th>
<th>n6</th>
<th>n7</th>
<th>...</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>361</td>
<td>383</td>
<td>535</td>
<td>541</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>391</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>531</td>
<td>534</td>
<td>669</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>9</td>
<td>13</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>7</td>
<td>10</td>
<td>11</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>9</td>
<td>11</td>
<td>13</td>
<td>14</td>
<td>29</td>
<td>43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>statistics</th>
<th>95-percent-ci-1</th>
<th>95-percent-ci-2</th>
<th>mean</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>morans-i-test</td>
<td>-0.045375</td>
<td>0.044406</td>
<td>-0.001074</td>
<td>0.323568</td>
</tr>
<tr>
<td>geary-c-test</td>
<td>0.941274</td>
<td>1.065335</td>
<td>1.000543</td>
<td>0.741526</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.033601</td>
</tr>
<tr>
<td>-0.0177</td>
</tr>
<tr>
<td>0.022376</td>
</tr>
<tr>
<td>0.016133</td>
</tr>
<tr>
<td>...</td>
</tr>
<tr>
<td>value</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>0.980722</td>
</tr>
<tr>
<td>1.013114</td>
</tr>
<tr>
<td>0.960475</td>
</tr>
<tr>
<td>0.985381</td>
</tr>
<tr>
<td>...</td>
</tr>
</tbody>
</table>
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